Analysis of droplet evaporation in isotropic turbulence through droplet-resolved DNS
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ABSTRACT

Direct numerical simulations (DNS) of the evaporation of interface-resolved n-heptane fuel droplets in forced homogeneous isotropic turbulence (HIT) are performed at 10 bar and 348 K. A parametric study is conducted in which the ratio of initial droplet diameter to Kolmogorov lengthscale and the liquid volume fraction are varied in the ranges 0 < d0/η ≤ 17 and 10−4 ≤ αi ≤ 10−2, respectively. The DNS results are validated against experimental data for an isolated droplet evaporating in HIT. Our results show that increasing the liquid volume fraction of droplets decreases the evaporation rate and causes the evaporation rate to deviate from the classical d2-law. Evaporation models based on the Frössling correlation are tested in an a priori study using the DNS results. It is shown that, in general, the Frössling correlation is inaccurate when predicting the droplet Sherwood number in turbulent conditions. Modeling aspects of the Spalding number in the context of multiple interacting droplets are discussed.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

The evaporation of liquid droplets in turbulent environments is a key phenomenon in spray combustion and hence of relevance to gas turbines, internal combustion engines and rocket propulsion [1–3]. In these systems, the coupling of droplet evaporation and turbulence is inherent to the design and directly impacts fuel consumption, performance and emissions. As such, the reliable prediction of evaporation in these systems is critical to their numerical modeling and therefore improvements in their design.

The interaction of liquid fuel droplets with turbulence occurs across a broad range of scales in practical systems. Considering a turbulent flow with an integral time scale τ0, Kolmogorov time scale τη and droplet relaxation time τd = (ρd d2 d )/(18 μL), where ρl is the liquid density, d0 the droplet diameter and μL the dynamic gas viscosity, two characteristic non-dimensional groups may be formed, namely the integral-scale and Kolmogorov-scale Stokes numbers St = τd/τ0 and Stη = τd/τη, respectively [4]. Applying the relevant time scale definitions and assuming a fully developed turbulence cascade yields the scaling relation Stη ∼ St Re1/2, where Re is the Reynolds number based on the integral length scale, from which it can be shown that d0/η ∼ (Stη (ρg/ρl))1/2. For typical engineering devices such as aviation gas-turbine combustors [5], ρg/ρl ∼ 10−2 and 103 ≤ Stη ≤ 104, yielding 10−1 ≤ d0/η ≤ 101. In spray processes, the description of droplet interactions requires consideration of the liquid volume fraction αi, which has been shown to be O(10−3) near the flame zone [6], and possibly higher near the injector.

Most simulations of spray evaporation and liquid fuel combustion employ point-particle methods in conjunction with finite-volume solvers [7]. In these methods, the liquid-phase governing equations are reduced to a set of Lagrangian equations and solved for each droplet individually. Then, they are coupled to the gas-phase Eulerian equations with evaporative fluxes modeled using empirically-corrected Spalding number formulations [8]. Point-particle methods assume scale separation between d0 and η [9], and are hence only valid when d0/η ≪ 1 and d0/Δ < 1, where Δ is the grid spacing. Apart from Lagrangian formulations, Eulerian methods have also been examined to model spray combustion using population balance equations [10].

Direct numerical simulations (DNS) of evaporating droplets interacting with turbulence using the point-particle approach have been conducted in homogeneous shear flows [11] and temporally developing mixing layers [12]. There has also been extensive use of DNS/point-particles to study droplets in spray applications and reacting flows [13–19]. To improve these models, further understand-
ing of the interaction between droplets and turbulence for conditions in which the droplet diameter becomes comparable or exceeds the characteristic scales of the turbulence is needed. The simultaneous increase in computational resources and development of high-fidelity numerical methods for gas-liquid flows has enabled such particle- and droplet-resolved simulations in turbulent flows [20]. In particular, advances in methods to model phase change [21–24] have allowed resolving flows around Kolmogorov-scale-size droplets or larger (\(d_0/\eta \geq 1\), so-called “finite-size” droplets). Modulation of small-scale turbulence and the scalar mixing process by droplets can be fully resolved [25].

DNS of a stationary evaporating droplet in a uniform flow with steady and unsteady waves has been conducted [24,26]. There have also been a limited number of detailed simulations in turbulent flows that resolve the heat and mass transfer processes from evaporating droplets, but many neglect physical processes such as interfacial recession and Stefan flow [27] or droplet deformation, flow inside the droplets, and temperature variations on the droplet surface [28]. In the present work, we perform DNS of finite-size deformable droplets in homogeneous isotropic turbulence (HIT) in which the exchange of mass, momentum, and heat between the turbulent gas phase and the liquid droplets is resolved. The objective of this study is to improve the fundamental understanding of the mechanisms of evaporating droplets and turbulence interaction. To this end, we consider a broad parameter space to cover a wide range of relevant operating conditions. Validation with recent experimental measurements of turbulent droplet evaporation [29] is included, and a priori studies of evaporation models are performed.

The remainder of the manuscript has the following structure. The governing equations and numerical methods for the DNS study are presented in Section 2. The experimental and numerical setup considered is described in Section 3. Results are presented in Section 4, and the manuscript closes with conclusions in Section 5.

2. Mathematical formulation

2.1. Governing equations

We consider a gas-liquid flow with phase change in the low-Mach-number limit. In this limit, the liquid phase is assumed incompressible and the gas phase is compressible, but acoustic effects are removed. The liquid phase \(V_l\) is described by a single-component hydrocarbon fuel, namely n-heptane, and the gas phase \(V_g\) consists of nitrogen as an inert gas and the evaporating heptane vapor. Throughout this paper, the subscripts \(l\) and \(g\) are used to denote liquid- and gas-phase quantities, respectively. The conservation equations for mass, momentum, energy, and vapor species in both phases are

\[ D_t \rho = -\rho \nabla \cdot \mathbf{u}, \quad \text{(1a)} \]
\[ \rho D_t \mathbf{u} = -\nabla p + \nabla \cdot \mathbf{f}_e + \mathbf{f}_m, \quad \text{(1b)} \]
\[ \rho c_p D_t T = d_t p_0 + \nabla \cdot (\lambda \nabla T) - \Delta h_v \dot{m} \nabla \cdot \mathbf{u}_{\Sigma}, \quad \text{(1c)} \]
\[ \rho_g D_t Y_v = \nabla \cdot (\rho_g D \nabla Y_v), \quad \text{(1d)} \]
where \(D_t = \partial / \partial t + (\mathbf{u} \cdot \nabla)\), \(d_t = d / dt\), \(\rho\) is the density, \(\mathbf{u}\) is the hydrodynamic pressure, \(\mathbf{u}\) is the velocity, \(\mathbf{f}_e\) is the viscous stress tensor, \(c_p\) is the specific heat capacity at constant pressure, \(T\) is the temperature, \(p_0\) is the thermodynamic pressure, \(\lambda\) is the thermal conductivity, \(\Delta h_v\) is the enthalpy of vaporization, \(D\) is the mass diffusivity, and \(Y_v\) is the n-heptane vapor mass fraction. The nitrogen mass fraction is then \(Y_{N_2} = 1 - Y_v\). The force term due to surface tension is

\[ f_\sigma = \sigma \kappa \delta_\Sigma \mathbf{n}, \quad \text{(2)} \]
where \(\sigma\) is the surface tension coefficient, \(\kappa\) is the interface curvature, \(\mathbf{n}\) is a unit normal vector directed into the liquid phase, and \(\delta_\Sigma\) is the surface Dirac \(\delta\)-function which is non-zero only at the interface \(\Sigma\). The force due to phase change in Eq. (1b) takes the form

\[ f_m = (\dot{m}) \left( 1 - \frac{1}{\rho_g} \right) \delta_\Sigma \mathbf{n}, \quad \text{(3)} \]
where \(\dot{m}\) is the mass flux due to phase change

\[ \dot{m}'' = \frac{\partial \rho \mathbf{u}}{\partial \Sigma} \nabla Y_v \cdot \mathbf{n}. \quad \text{(4)} \]

Note that \(d_t p_0 = 0\) in the liquid phase due to incompressibility. We use the sign convention that \(\dot{m}'' > 0\) for evaporation and \(\dot{m}'' < 0\) for condensation. Because the liquid phase consists of a single-component fuel, Eq. (1d) is only solved in the gas phase. A Dirichlet boundary condition for \(Y_v\) is applied at the interface assuming mixture saturation conditions. The vapor pressure of the fuel at the interface is related to the temperature from the Antoine equation [30]. The fluid properties \(\mu\), \(c_p\), and \(\lambda\) are computed as \(\phi = (1 - H) \phi_g + H \phi_l\), where \(\phi_g\) and \(\phi_l\) are thermo-transport properties and \(H = H(\mathbf{x}, t)\) is the Heaviside function evaluated at position \(\mathbf{x}\) and time \(t\), which has value \(H = 0\) in the gas phase and \(H = 1\) in the liquid phase. The density of the liquid phase \(\rho_l\) is constant, while the density of the gas phase \(\rho_g\) can vary in space and in time through the ideal-gas equation of state. The quantities \(\mu = \mu(T)\) and \(c_p = c_p(T)\) are temperature dependent and computed using Sutherland’s law [31] and NASA polynomials [32], respectively. The thermal conductivity \(\lambda = \lambda(T)\) is computed by assuming constant Prandtl number \(\text{Pr} = c_p \mu / \lambda\), and the mass diffusivity \(D = D(T)\) is computed by assuming constant but non-unity Lewis number \(\text{Le} = Sc / \text{Pr} = \lambda / (\rho c_p D)\). Because the temperature considered in the simulations is sufficiently far from the boiling point of n-heptane and \(\alpha_1 \leq 10^{-2}\), vapor mass fractions are expected to be low, and consequently variations in thermo-physical properties due to composition are neglected. At \(Y_v = 0.06\), \(\mu\), \(\lambda\), \(c_p\), \(D\) have an error 4%, 1%, 5%, and <1%, respectively, relative to their composition-dependent counterparts computed using Cantera [33,34].

Under the low-Mach and incompressible flow assumptions, the continuity equation (Eq. (1a)) can be rewritten in the form of a divergence constraint on the velocity field [35]

\[ \nabla \cdot \mathbf{u} = \begin{cases} \frac{-1}{\rho_g} d_t p_0 + \frac{1}{\rho_g} D_t T + \left( \frac{\Delta h_v}{\rho_g} - \frac{\Delta h_v}{\rho_g - \rho_l} \right) D_t Y_v & \mathbf{x} \in V_g \subset \Sigma, \\ 0 & \mathbf{x} \in V_l \end{cases}, \quad \text{(5)} \]
where in the gas phase \(V_g\) there is expansion or contraction due to the low-Mach-number formulation, at the interface \(\Sigma\) there is expansion due to evaporation or compression by condensation, and in the liquid phase \(V_l\) the velocity field is divergence-free due to incompressibility conditions. In Eq. (5), \(\lambda_t\) is the molar mass of the liquid-phase (n-heptane), \(M_a\) is the molar mass of the ambient gas (nitrogen) and \(\nabla\) is the mass-averaged molar mass of the mixture. Eq. (5), as opposed to Eq. (1a), is used to enforce mass conservation.

To close the set of equations, we use the fact that the domain is isochoric with periodic boundary conditions to determine the change in thermodynamic potential:
\[
d_{l}p_{0} = \frac{p_{0}}{V_{g}} \left\{ \int \Phi \left( \frac{1}{\rho_{g}} - \frac{1}{\rho_{l}} \right) \delta_{V} \ dV + \int_{V_{l}} \left[ \frac{1}{\delta_{l}} D_{l}T + \left( \frac{\lambda_{l}}{M_{l}} \right) \Delta_{l} \right] D_{l}Y_{l} \ dV \right\}, \tag{6}
\]

where \( V = V_{l} \cup V_{g} \).

2.2. Numerical method

The governing equations are discretized on a uniform staggered Cartesian mesh using second-order central differences with the velocity components located at cell faces and all other quantities cell-centered. The equations are discretized in time using the second-order Adams-Bashforth scheme. Mass conservation is satisfied to machine accuracy by enforcing the divergence constraint on the velocity field (Eq. (5)) using the FastP method [36]. The Poisson equation for pressure is solved using an FFT-based solver.

The phase indicator function \( H \) is discretized using the volume-of-fluid method. We use a mass-conserving volume-of-fluid method [37] to transport the volume fraction field \( C \) which is defined as the volume fraction of liquid in each computational cell. It has the property \( C = 1 \) in the liquid phase, \( C = 0 \) in the gas phase, and \( 0 < C < 1 \) in computational cells containing the interface. The surface Dirac \( \delta \)-function, \( \delta_{V} \), is discretized using the continuum surface force approach [38]. The full numerical methodology for simulating gas-liquid flows with phase change has been verified and validated [35].

3. Numerical and computational setup

We consider three-dimensional HIT in a cubic domain with periodic boundary conditions in three spatial directions. The gas phase is initially nitrogen and the liquid phase is n-heptane. The diffusion of nitrogen into the liquid phase is neglected. The initial temperature and pressure of the system are uniform at 348 K and 10 bar, respectively, and were chosen for relevance to gas turbine combustion applications [39,40]. Two key non-dimensional parameters are varied, namely the ratio of initial droplet diameter to Kolmogorov lengthscale \( d_{0}/\eta \) and the liquid volume fraction \( \alpha_{l} = V_{l}/V \). The flow properties and computational parameters are summarized in Table 1. The chosen conditions are relevant to aerothermal spray combustion devices. We note that in the present study, since the gaseous Schmidt number \( Sc_{g} = \mu_{g}/(\rho_{g}D) = 2.81 > 1 \), the Batchelor scale \( \lambda_{g} \) describing the dissipation of scalar fields is finer than \( \eta = \lambda_{g}/\eta = Sc_{g}^{-1/2} \approx 0.6 \). Since the liquid fuel is monocomponent and the ambient gas is taken to be insoluble in the liquid phase, the liquid phase turbulence is not relevant to scalar mixing.

A grid convergence study was performed which confirmed that a resolution of 14 grid points per droplet diameter was sufficient for resolving the scalar and momentum turbulence length scales and the transition region at the liquid-gas interface.

Cases 1–3 are designed to mimic experiments that were conducted in a pressurized turbulence chamber driven by four pairs of axially opposed fans [29], creating statistically stationary forced HIT in the center of the apparatus. Experiments were conducted using a range of droplet diameters and fan speeds, resulting in a range of \( d_{0}/\eta \) for which the rate of droplet evaporation was measured. In each experiment, a single droplet was suspended and held fixed by two crossed microfibers. To this end, a proportional controller is employed for simulations of Cases 1–3 to keep the center of mass of the n-heptane droplet in its initial position. Varying \( d_{0}/\eta \) is conducted on a 2243 computational mesh for a single droplet with initial diameter \( d_{0} = 200 \) \( \mu \)m.

Cases 4–6 consider effects of increasing \( \alpha_{l} \), which in turn decreases the inter-droplet spacing. These simulations are performed on a 8963 mesh. The droplets are initially spherical with a diameter of \( d_{0} = 40 \) \( \mu \)m and randomly and homogeneously seeded throughout the computational domain. The volume fraction \( \alpha_{l} \) is increased by increasing the number of droplets \( N_{d} \). Unlike Cases 1–3, the droplets for Cases 4–6 move freely in order to model realistic conditions inside a combustor.

Case 1 considers a single droplet in a quiescent environment. For Cases 2–6, the turbulent kinetic energy (TKE) of the gas phase is kept constant by using a standard band-limited forcing scheme in which the kinetic energy is only injected into the first two wavenumber shells \((1 \leq k/k_{\text{min}} \leq 2)\), where \( k_{\text{min}} \) is the lowest non-zero wavenumber \( k_{\text{min}} = 2\pi/L \), and \( L \) is the length of the computational domain. The initial velocity field was generated by prescribing that the turbulence kinetic energy spectrum as \( E(k) \propto (k/k_{\text{peak}})^{1.5} \text{exp}(-k/k_{\text{peak}}) \), where the wavenumber with peak energy is \( k_{\text{peak}} = 1 \). We ensure that the initial random velocity field is isotropic and divergence-free with respect to the discretized form of the continuity equation and that the velocity cross-correlation spectra, \( R_{ij}(k) \), satisfy the realizability constraint [41]. In the absence of droplets, the flow field evolves to linearly forced HIT that is statistically stationary and in agreement with published results [42].

The droplets are randomly seeded in the flow and released from rest. The turbulent two-phase flow is forced for sufficient time such that the memory of the droplet initial conditions is lost as quantified by the droplets’ Lagrangian integral time scale.

4. Results

In this section, we first present results for the single-droplet evaporation Cases 1–3 in which \( d_{0}/\eta \) is varied and proceed by discussing the multi-droplet Cases 4–6 in which \( \alpha_{l} \) is varied. The single-droplet cases primarily serve as validation of the DNS flow solver. For the multi-droplet cases we seek to answer questions relating to the effect of inter-droplet spacing.

4.1. Effect of Reynolds number on evaporation rate

In this section, DNS results for single droplet evaporation are compared against measurements of n-heptane droplets evaporating in HIT at elevated temperature and pressure [29]. We consider
a quiescent case and two turbulent cases in which we set the turbulence forcing such that the turbulence intensity matches that of the experimental data corresponding to fan speeds of 500 and 1000 RPM (our Cases 2 and 3, respectively). Initially, the droplet is at rest and the gas phase is devoid of n-heptane vapor. The simulations are run for 75 ms, at which point the droplet evaporation rates have reached a statistically stationary state. Note that this corresponds to approximately 50 integral timescales for the highest turbulence intensity case.

Fig. 1 shows instantaneous snapshots from Cases 1–3 depicting streamlines and the vapor mass fraction field at $t/d_0^2 = 1.68$ s/mm$^2$. For the quiescent Case 1, the streamlines emanating from the droplet surface are caused by the Stefan flow due to the velocity jump at the liquid-gas interface from phase change. The vapor cloud remains spherically symmetric in the absence of any external flow or body force. In the turbulent Cases 2 and 3, the n-heptane vapor is transported away from the droplet surface and mixed by the surrounding turbulent eddies. As the Reynolds number increases, the extent to which the vapor fills the domain also increases. The droplets do not break up and remain nearly spherical because of their small Weber number $We_{rms} \ll 1$.

Fig. 2 shows instantaneous cross sections of turbulence kinetic energy $k$, $T$, $Y_v$, and $m''$, in a midplane of the domain at $t/d_0^2 = 1.68$ s/mm$^2$ for Case 3. The droplet enhances the local dissipation rate of TKE by enhancing the local velocity gradients near the droplet interface. Consequently, the TKE near the droplet surfaces is attenuated [43]. The structure of the temperature field and the vapor mass fraction field are self-similar owing to their similar transport equations. The vapor mass fraction field has more fine-scale structures than the temperature field as a consequence of the large Lewis number ($Le = 3.93$). The last panel in Fig. 2 shows that the evaporative mass flux $m''$ on the droplet surface is highly non-uniform, a behavior not captured by point-particle methods. Regions of high $m''$ are associated with large normal gradients in $Y_v$, corresponding to areas where the n-heptane vapor boundary layer is thinner.

To validate the DNS results, the square of the normalized droplet diameter $(d/d_0)^2$ is computed in time and compared against the steady-state values of the experiment. Fig. 3 shows the development of $(d/d_0)^2$ and the Sherwood number $Sh$ for Cases 1–3. After an initial transient period, the DNS results closely match the experimentally measured evaporation rates, and Case 1 reaches the asymptotic solution for single droplets evaporating in a qui-
escent environment of $Sh = 2$. To better quantify the agreement, we compute the DNS evaporation rate $K_{DNS}$ as $d^2 = d_{eq}^2 - K_{DNS}t$ by time-averaging the evaporation rate over the last 3.2 ms of the simulation. The comparison of the experimental and DNS evaporation rates are reported in Table 2. Considering the uncertainties in reproducing the turbulence inside the experimental chamber and replicating the effects of the droplet suspension device, good agreement is achieved as indicated by a relative error of less than 10% for all cases.

### 4.2. Effect of liquid volume fraction on evaporation rate

We now explore the effect of increasing liquid volume fraction $\alpha_l$ on the evaporation rate. We increase $\alpha_l$ by increasing the number of droplets $N_d$ such that the inter-droplet spacing decreases. For sufficiently high liquid volume fraction, it is expected that droplet-droplet interactions become important [43]. In the context of particle-laden flows this corresponds to the so-called “four-way” coupling regime [44]. These effects are also present for evaporating droplets, but with the additional complexity of the thermal and vapor fields of the neighboring droplets interacting with one another.

Two-dimensional contours of the vapor mass fraction field $Y_v$ in an arbitrary $x - y$ plane are shown in Fig. 4. While for $\alpha_l = 10^{-4}$ the droplets remain relatively isolated, it is clear that for $\alpha_l = 10^{-2}$ the droplet-droplet interactions become important for two reasons: (i) droplet-droplet collisions occur which can lead to coalescence of two or more droplets and (ii) the droplet hydrodynamic, thermal, and vapor wakes impact nearby droplets.

#### 4.2.1. Droplet bulk properties

In Fig. 5 the square of the normalized equivalent droplet diameter $(V_i/V_{eq})^{2/3}$, total normalized droplet surface area $A/A_0$, and Sauter mean diameter

$$d_{32} = \frac{6V_i}{A}$$

are shown. The overbar notation over $i$ is used to denote quantities that are system representative, i.e. a function of bulk and average values. As $\alpha_l$ increases the rate of decay of $V_i$ decreases. In all cases, the equivalent spherical diameter follows the “$d^2$-law” initially with $K \approx 0.085 \mathrm{mm}^2/s$. For later times, the case with highest $\alpha_l$ (Case 6) deviates from the $d^2$-law behavior due to droplet-droplet interactions. In agreement with the existing literature, this implies that point-particle evaporation models based on the evaporation of isolated droplets are not appropriate for flows with high liquid volume fraction $(\alpha_l > 10^{-3})$ in which droplet-droplet interactions become important. Areas of relevance would be near an injector and regions of preferential concentration of droplets induced by turbulence.

The total droplet surface area initially decreases for all cases due to evaporation, but eventually starts to increase for Cases 4 and 5 $(\alpha_l = 10^{-4}$ and $10^{-3})$ which is caused by aerodynamic forces exerted on the droplet surface leading to their deformation. Despite $We_{rms} \ll 1$ (Table 1), in HTR the instantaneous velocity can locally be significantly greater than the r.m.s. value [45], therefore for Cases 4–6 a subset of droplets will have Weber numbers $We_{rms} > 1$, leading to deformation and the observed increase in surface area. The monotonic decrease in surface area for Case 6 with $\alpha_l = 10^{-2}$ is explained by droplet evaporation at early times and droplet merging at later times due to significant droplet-droplet interaction at the high value of $\alpha_l$.

To quantify the amount of breakup and coalescence, we counted the number of droplets at the start and end of the simulation. Our droplet identification algorithm first clips cells that contain $\mathrm{VoF}$ less than 0.5 in order to only identify those droplets that have sufficient mass and reduce “bridging” effects of nearby droplets. After this, the flood fill algorithm is used to uniquely tag individual droplets. The results are shown in Table 3. Cases 4 and 5 show a slight increase (+3.9% and +8.8%, respectively) in the number of droplets between $t = 0$ and $t_{final}$ due to droplet breakup and Case 6 shows a significant (–42%) decrease in the number of droplets due to coalescence. These results help explain the observations made in Fig. 5.

To quantify the convective heat and mass transfer from the droplet, we compute system-representative droplet Nusselt and Sherwood numbers

$$\overline{Nu} = \frac{\overline{h_{temp}}d_{32}}{K_{\Sigma}} \quad \text{and} \quad \overline{Sh} = \frac{\overline{h_{mass}}d_{32}}{D_{\Sigma}},$$

![Fig. 4. Instantaneous contours at $t/d_{eq}^2 = 0.5 \mathrm{mm}^2/s$ of vapor mass fraction $Y_v$ for varying liquid volume fraction $\alpha_l$. From left to right, $\alpha_l = 10^{-4}$ (Case 4), $\alpha_l = 10^{-3}$ (Case 5), and $\alpha_l = 10^{-2}$ (Case 6). The white lines denote the droplet interfaces. The interior of the droplets are pure n-heptane denoted by $Y_v = 1$.](image-url)
where $\overline{\tau}_\Sigma = \lambda((T)_\Sigma)$ and $\overline{D}_\Sigma = D((T)_\Sigma)$ are the mean thermal conductivity and mass diffusivity at the droplet surface. The brackets $(\cdot)_\Sigma$ denote ensemble averaging of the enclosed quantity over all computational cells containing the interface. The quantities $\overline{H}_{\text{temp}}$ and $\overline{H}_{\text{mass}}$ are the system representative heat and mass transfer coefficients calculated as

$$\overline{H}_{\text{temp}} = \frac{\dot{Q}}{A((T)_\Sigma - T_{\infty})} \quad \text{and} \quad \overline{H}_{\text{mass}} = \frac{M}{A \rho_g((Y_e)_\Sigma - Y_{e,\infty})},$$

where $\dot{Q}$ and $M$ are the instantaneous rate of change of the total droplet enthalpy and mass, respectively, $T_{\infty}$ and $Y_{e,\infty}$ are the far-field temperature and vapor mass fraction, respectively, which are taken to be the initial values of the gas phase, and $A$ is the total droplet surface area as in Fig. 5. Fig. 6 shows the time evolution of $\overline{Nu}$ and $\overline{Sh}$. We adopt the sign convention that $\overline{Nu} > 0$ when, in the mean, droplets are being heated and $\overline{Sh} > 0$ when droplets are losing mass due to evaporation. The Nusselt number is initially negative due to convective cooling of the droplet by the combined effects of Stefan flow and turbulence. The effect of increasing the volume fraction is to increase the magnitude of the Nusselt number. The case with the highest mass loading (Case 6) has sufficient thermal inertia in the dispersed phase to continuously extract heat from the carrier phase through phase change, and thus $\overline{Nu}$ remains negative during the times considered. In Cases 4 and 5, the droplets initially cool rapidly ($\overline{Nu} < 0$) during the development of the concentration/thermal boundary layer, but at later times the carrier-phase turbulence re-heats ($\overline{Nu} > 0$) the droplets. The change in sign of $\overline{Nu}$ is due to the droplets and carrier phase being initially at the same temperature. If the droplets were injected into an environment where $T_g > T_i$, it would be expected that $\overline{Nu} > 0$ during the entirety of the evaporation process. With relevance to combustion, this competition between heat-exchange processes was found to affect fuel spray ignition [19].

The Sherwood number is initially equal in all cases but, at later times, decreases for increasing $\alpha_l$. At later times, $\overline{Sh}$ is nearly constant in time, indicating that quasi-steady evaporation is achieved, which corresponds to behavior similar to that predicted by the $d^2$-law. The convective mass transfer due to turbulence leads to a Sherwood number that is significantly larger than the value of $\overline{Sh} = 2$ found in quiescent droplet evaporation.

4.2.2. Droplet surface statistics

To further quantify the effect of $\alpha_l$ on the evaporation characteristics of the droplets, we compute the mean and r.m.s. values of the evaporative mass flux $\dot{m}''$ and the vapor mass fraction $Y_e$ at the droplet surface as well as the mean droplet surface temperature $(T)_\Sigma$. Fig. 7 shows that as $\alpha_l$ increases, $(\dot{m}'')_\Sigma$ and $(Y_e)_\Sigma$ decrease. Recall that for Cases 4 and 5, Fig. 5 shows that the total surface area of the droplets increases in time and Fig. 7 shows that the mass flux also increases in time. Both effects contribute to steepening the evaporation curve compared to the initial $d^2$-law behavior, shown in Fig. 5. In contrast, Case 6 shows slower evaporation due to reduced mass flux $\dot{m}''$ (Fig. 7) and surface area (Fig. 5) as a consequence of droplet coalescence.

Also shown in Fig. 7 is that both $(\dot{m}'')^{1/2}_\Sigma$ and $(Y_e)^{1/2}_\Sigma$ increase with increasing $\alpha_l$. An increase in the r.m.s. of the vapor mass fraction with increasing $\alpha_l$ has also been shown in DNS of point-droplets in HIT [46]. In the present droplet-resolved simulations, we are able to capture the increase in vapor mass fraction variance directly on the droplet surface. The mean droplet surface temperature $(T)_\Sigma$ is perfectly correlated with $(Y_e)_\Sigma$ as expected through the use of the Antoine equation [30] for the computation of the surface vapor pressure. Since gas and liquid phases are initially at equal temperatures, a reduction in surface temperature is expected due to heat losses during phase change driven by surface vapor concentration gradients. This was illustrated for the case of a single evaporating droplet in Fig. 2.

To characterize the effect of droplet surface topology on the evaporation rate and its sensitivity to $\alpha_l$, the final panel of Fig. 7 shows the normalized mean droplet curvature as a function of time $(k)_\Sigma/k_0$, where $k_0 = 0.1 \mu m^{-1}$, the initial curvature of the droplets, is equivalent for Cases 4–6. It shows that $(k)_\Sigma$ is non-monotonic with increasing $\alpha_l$. The case with highest $\alpha_l$ (Case 6) has the lowest $(k)_\Sigma$, which is explained by droplet coalescence that was shown in Table 3 since larger droplets have smaller curvature. The case with highest $(k)_\Sigma$ (Case 5) has the greatest rate of droplet breakup as shown in Table 3. Comparing the first and last panel in Fig. 7 shows that cases with higher $(k)_\Sigma$ have higher $(\dot{m}'')_\Sigma$. The results suggest that surface deformation and breakup, leading to higher surface curvature, is associated with higher evaporation rates.
must thus be captured by the Sherwood number model employed. We compare such an approach quantitatively to the single droplet Cases 1–3 by evaluating Sh a priori using two single-droplet mass-transfer correlations from the literature and comparing it to the Sherwood number computed directly from the DNS as per Eqs. (8) and (9). The first is the well-known Frössling correlation for forced convective flow over a sphere [47]

\[
Sh = 2 + 0.552Re_d^{1/2}Sc_k^{1/3},
\]

where \(Re_d = \rho_d U_d / \mu_d\) is the droplet Reynolds number based on the free-stream convective velocity \(U_d\). In the present case of a droplet in HIT, where there is no mean convective velocity, we will take \(U_d = U_{rms}\), which is temporally constant in the present forced HIT. The second correlation is that due to Birouk and Gökalp for a droplet in turbulent flow with zero mean velocity [51]

\[
Sh = 2 + 0.04Re_d^{2/3}Sc_k^{2/3},
\]

where \(Re_d = \rho_d U_{rms} d / \mu_d\) is the turbulence droplet Reynolds number.

Eqs. (11) and (12) can now be evaluated a priori at each time step from the instantaneous DNS data for \(\rho_d, \mu_d\) and \(d\), with physical properties evaluated using the 1/3-rule [8] between their gas-phase instantaneous surface-averaged and domain-averaged values. The DNS data and point-particle data evaluated a priori using the two models considered for the temporal evolution of \(\text{Sh}\) are plotted in Fig. 8a for Cases 1–3. We see that for Case 1 (\(Re_d = 0\)) the DNS results asymptotically approach the value of \(Sh = 2\) as expected from Eqs. (11) and (12). For Cases 2 and 3, the DNS data approaches the Sherwood number computed from Eq. (11) while the Sherwood number computed from Eq. (12) is approximately 50% less than the DNS results.

For Cases 4–6, we compare the Sherwood number for Cases 4–6 from the DNS to that computed a priori using the models Eqs. (11) and (12). The results show that the models underpredict the Sherwood number in all cases by approximately a factor of three to five, with Eq. (11) demonstrating better agreement than Eq. (12). The models also predict Case 6 to have the highest \(Sh\) in contrast to the DNS results. This is due to \(Re_d\) increasing in time as a consequence of \(d/\eta\) increasing as shown in Fig. 5. Because \(d/\eta\) is much smaller in Cases 4–6 than Cases 2 and 3, the Frossling correlation is closer to the \(d/\eta\) parameter range for which it was developed in Cases 4–6. However, the performance of both correlations (Eqs. (11) and (12)) is expected to deteriorate due to multi-droplet effects.

We consider next the droplet vaporization rate \(dm_d/dt\) in Cases 4–6. In the context of multi-droplet evaporation simulations employing the point-particle approximation, in addition to being unable to directly capture surface inhomogeneities for individual droplets, the effects of droplet-droplet interactions require further modeling. Furthermore, the inhomogeneity of vapor mass fraction throughout the domain requires the spatial resolution of the scales of scalar motion on the order of the droplet size. This causes issues with the common numerical methods employed, since the liquid volume fraction in any given computational cell may then approach unity, and the interaction of the droplet with the gas phase can no longer be reasonably represented as a point source. Another approach is to coarse-grain the effect of the spatial inhomogeneities by assuming rapid scalar mixing due to turbulence on the scale of multiple droplets. The approach in the present a priori study amounts to treating the domain as a single Eulerian cell. This is an extreme case of coarse-graining, and is not intended to be a quantitative representation of modern point-particle methods. Rather, it provides a qualitative illustration of the effect of the loss of information that occurs in the point-particle approximation in a limiting case.

The rate of evaporation of a single point-particle is described by the right-hand-side of Eq. (10). Instead of computing \(dm_d/dt\) for

\[
\frac{dm_d}{dt} \approx \frac{Sh}{3Sc_g} \left( \frac{m_d}{\tau_d} \right) H_M.
\]
individual droplets and averaging, we compute the rate of change of the mass of the dispersed phase \( M = dM/dt \), by computing \( S h \), \( M \), and \( \tau_d \) from the DNS data using their associated definitions and the quantities \( \rho_g \), \( \mu_g \), and \( d \) from the instantaneous DNS data. Physical quantities are evaluated as in the single-droplet study, but using surface properties of the mean droplet, and the droplet diameter is taken as the Sauter mean diameter, which accounts for droplet deformation. The mass transfer potential \( \Pi_M \) is evaluated using the rapid mixing model [49,50] \( \Pi_M = \ln(1 + B_M) \), where \( B_M \) is the system-representative Spalding number for mass transfer, evaluated as

\[
B_M = \frac{\langle Y_v \rangle_S - \langle Y_v \rangle_E}{1 - \langle Y_v \rangle_S}, \tag{13}
\]

where \( \langle . \rangle_k \) denotes spatial averaging of the enclosed quantity over the gas phase. From the DNS data, we compute the rate of change of the total droplet mass directly as

\[
\frac{dM}{dt} = \rho_l \frac{d}{dt} \int dV. \tag{14}
\]

The DNS data and point-particle data evaluated a priori for the temporal evolution of \( M = dM/dt \) normalized by the evaporation rate in stagnant (\( Re_d = 0 \)) conditions \( M_t \) are plotted in Fig. 9a for Cases 4–6, where Eq. (11) was used to compute \( Sh \) for the point-particle data. We see that the point-particle model evaluated a priori underpredicts the evaporation rate by about a factor of three in all cases.

To understand this, we analyze the relative magnitudes of the terms in Eq. (10), which are shown in Figs. 8b and 9. The total droplet mass \( M \) and relaxation time based on the Sauter mean diameter \( \tau_d \) are computed directly via DNS data. Therefore, they should be treated as exact in an a priori sense. They are still presented for completeness. As previously observed in Fig. 8b, the model underpredicts the \( Sh \) by a factor of approximately three, which leads to the disagreement observed in Fig. 9a. Finally, Fig. 9d shows that the system representative mass transfer potential \( \Pi_M \) decreases significantly with increasing volume fraction \( \alpha_i \). This behavior correctly modulates the evaporation rate \( M \) with respect to \( \alpha_i \), such that if the \( Sh \) model were improved, the agreement between the DNS and model for \( M \) would be satisfactory. The correct \( \Pi_M \) behavior shows that, in turbulent homogeneous flows, it is justifiable to compute \( \langle Y_v \rangle_S \) in Eq. (13) by assuming that vapor is rapidly mixed upon evaporation to account for multi-droplet/group evaporation effects. Non-homogeneous flows and droplet distributions could use a similar approach but with a more refined model for \( \langle Y_v \rangle_S \) [4,52–54].

5. Conclusions

A parametric study was performed to analyze the effects of \( d_0/\eta \) and \( \alpha_i \) on the evaporation rate of n-heptane droplets in homogeneous isotropic turbulence at elevated temperatures and pressures via DNS. The DNS results for the evaporation rate of a droplet in HIT were compared with the experimental results of an n-heptane droplet evaporating in HIT [29]. The calculated evaporation rates from the DNS were within 10% of the experimentally measured values. Increasing the liquid volume fraction led to a decrease in the evaporation rate due to a decrease in the mass transfer potential. The DNS results show that at high liquid volume fraction (\( \alpha_i = 10^{-2} \)) the droplets evaporate more slowly than what would be predicted from the classical \( d^2 \)-law. This was shown to be primarily caused by a decrease in the mass transfer potential and secondarily by a reduction in the droplet surface area due to droplet-droplet merging.
The DNS-data were utilized in an *a priori* study to examine the accuracy of commonly employed point-particle models. Results from this study showed the importance of accurately predicting the Sherwood number in turbulent flow conditions. Both the Frössling and Borouk–Gökalp correlations were analyzed and shown to underpredict droplet evaporation rates. This study has thus provided insight regarding the limitations of point-particle methods and the causes thereof, and the results can be used in advancing the models adopted in point-particle methods.
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**Appendix A. Convergence of the DNS results with grid size**

In this section we discuss numerical resolution of the smallest length scales of the flow and present the convergence of the DNS results for Case 3 on 224 and 448 grids. This case is chosen because it has the highest Reynolds number of the single droplet cases (Cases 1–3). The smallest length scales for mixing of passive scalars in HIT are the Kolmogorov scale \( \eta \) and the Batchelor scale \( \lambda_B \):

\[
\lambda_B = \frac{\eta}{\sqrt{Sc}}. \tag{A.1}
\]

The commonly accepted DNS resolution criteria \([45,56,57]\) are

\[
\kappa_{\text{max}} \geq 1.5 \quad \text{and, analogously,} \quad \kappa_{\text{max},B} \geq 1.5. \tag{A.2}
\]

where \( \kappa_{\text{max}} \) is the maximum resolved wavenumber (\( \kappa_{\text{max}} = \pi N/L \)). Table A.4 shows \( \kappa_{\text{max}}(j) \) and \( \kappa_{\text{max},B} \) for the turbulent Cases 2–6. This table shows that in all cases the numerical resolution criteria are satisfied. Notably, for the multi-droplet DNS Cases 4–6, the requirements are exceeded by at least a factor of four.

To quantify the convergence of the DNS results, we computed the \( L_1 \) convergence between quantities of interest on the 224 and 448 grids as

\[
E_{\phi} = \frac{1}{N} \sum_{i=1}^{N} \frac{\phi_{i,448} - \phi_{i,224}}{\phi_{i,448}} \tag{A.2}
\]

Table A1

<table>
<thead>
<tr>
<th>Case</th>
<th>( \kappa_{\text{max}}(j) )</th>
<th>( \kappa_{\text{max},B} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.08</td>
<td>1.84</td>
</tr>
<tr>
<td>3</td>
<td>2.59</td>
<td>1.54</td>
</tr>
<tr>
<td>4</td>
<td>1.09</td>
<td>6.51</td>
</tr>
<tr>
<td>5</td>
<td>1.09</td>
<td>6.51</td>
</tr>
<tr>
<td>6</td>
<td>1.09</td>
<td>6.51</td>
</tr>
</tbody>
</table>

Table A2

<table>
<thead>
<tr>
<th>( (T_{f})_C )</th>
<th>( V_d )</th>
<th>( (m^2)_{2,5} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.004 %</td>
<td>0.09 %</td>
<td>14.0 %</td>
</tr>
</tbody>
</table>

for \( N \) equally spaced observations in the interval \( t/d_0^2 = [0.0096, 0.0120] \) s/mm². We note that the numerical accuracy of evaporating droplet simulations decreases with time, since the number of grid points resolving each droplet decreases. However, in the simulations considered in the paper, this decrease amounts to approximately 5% over the time interval considered, and a corresponding maximum resolution reduction of approximately half a grid point when droplets are initially resolved using 14 points per diameter.

Table A.5 shows the \( L_1 \) convergence \( E_{\phi} \) for the mean droplet temperature, droplet volume, mean vapor mass fraction at the droplet surface, and mean evaporative mass flux. The table shows that the DNS results \( (T_{f})_C, V_d, (m^2)_{2,5} \) are practically unchanged when the grid resolution is increased from 224 to 448. The mean evaporative mass flux \((m^2)_{2,5}\) shows larger sensitivity to the grid. We hypothesize that this is related to \( Sc_f > 1 \) and because \((m^2)_{2,5}\) is a function of the interferential gradient of \( Y_v \) via Eq. (4), and therefore the scalar field convergence is slower than momentum and energy. This indicates that the smallest lengthscale of the flow is associated with the \( Y_v \) boundary layer at the liquid-gas interface. This is consistent with findings in non-evaporating flows \([58]\) showing the smallest hydrodynamic lengthscale is located at the droplet interface.
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